
Figure 5—One Floor of our Testbed.Nodes’ location on one floor of our
3-floor testbed.

antenna. They transmit at a power level of 18 dBm, and operate in
the 802.11 ad hoc mode, with RTS/CTS disabled.

(c) Software: Nodes in the testbed run Linux, the Click toolkit [25]
and the Roofnet software package [1]. Our implementation runs as
a user space daemon on Linux. It sends and receives raw 802.11
frames from the wireless device using a libpcap-like interface.

8.2 Compared Protocols
We compare the following three protocols.

• MOREas explained in§6.
• ExOR[7], the current opportunistic routing protocol. Our ExOR

code is provided by its authors.
• Srcr [6] which is a state-of-the-art best path routing protocol for

wireless mesh networks. It uses Dijkstra’s shortest path algorithm
where link weights are assigned based on the ETX metric [11].

8.3 Setup
In each experiment, we run Srcr, MORE, and ExOR in sequence

between the same source destination pairs. Each run transfers a 5
MByte file. We leverage the ETX implementation provided with the
Roofnet software to measure link delivery probabilities. Before run-
ning an experiment, we run the ETX measurement module for 10
minutes to compute pair-wise delivery probabilities and the corre-
sponding ETX metric. These measurements are then fed to all three
protocols, Srcr, MORE, and ExOR, and used for route selection.

Unless stated differently, the batch size for both MORE and ExOR
is set toK = 32 packets. The packet size for all three protocols is
1500B. The queue size at Srcr routers is 50 packets. In contrast,
MORE and ExOR do not use queues; they buffer active batches.

Most experiments are performed over 802.11b with a bit-rate of
5.5Mb/s. In§8.7, we allow traditional routing (i.e., Srcr) to exploit
the autorate feature in the MadWifi driver, which uses the Onoe
bit-rate selection algorithm [5]. Current autorate control optimizes
the bit-rate for the nexthop, making it unsuitable for opportunistic
routing, which broadcasts every transmission to many potential nex-
thops. The problem of autorate control for opportunistic routing is
still open. Thus in our experiments, we compare Srcr with autorate
to opportunistic routing (MORE and ExOR) with a fixed bit-rate of
11 Mb/s.

8.4 Throughput
We would like to examine whether MORE can effectively exploit

opportunistic receptions to improve the throughput and compare it
with Srcr and ExOR.
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Figure 6—Unicast Throughput. Figure shows the CDF of the uni-
cast throughput achieved with MORE, ExOR, and Srcr. MORE’s median
throughput is 22% higher than ExOR. In comparison to Srcr, MORE achieves
a median throughput gain of 95%, while some source-destination pairs show
as much as 10-12x.

(a) How Do the Three Protocols Compare?Does MORE improve
over ExOR? How do these two opportunistic routing protocols com-
pare with traditional best path routing? To answer these questions,
we use these protocols to transfer a 5 MByte file between various
nodes in our testbed. We repeat the same experiment for MORE,
ExOR, and Srcr as explained in§8.3.

Our results show that MORE significantly improves the unicast
throughput. In particular, Fig. 6 plots the CDF of the through-
put taken over 200 randomly selected source-destination pairs in
our testbed. The figure shows that both MORE and ExOR signif-
icantly outperform Srcr. Interestingly, however, MORE’s through-
put is higher than ExOR’s. In the median case, MORE has a 22%
throughput gain over ExOR. Its throughput gain over Srcr is 95%,
but some challenged flows achieve 10-12x higher throughput with
MORE than traditional routing.

Further, MORE and opportunistic routing ease the problem of
dead spots. Fig. 6 shows that over 90% of MORE flows have a
throughput larger than 51 packets a second. ExOR’s 10th percentile
is at 35 packets a second. Srcr on the other hand suffers from dead
spots with many flows experiencing very low throughput. Specifi-
cally, the 10th percentile of Srcr’s throughput is at 12 packets a sec-
ond.

(b) When Does Opportunistic Routing Win? We try to identify
the scenarios in which protocols like MORE and ExOR are partic-
ularly useful, i.e., when should one expect opportunistic routing to
bring a large throughput gain? Fig. 7a shows the scatter plot for the
throughputs achieved under Srcr and MORE for the same source-
destination pair. Fig. 7b gives an analogous plot for ExOR. Points
on the 45-degree line have the same throughput in the two compared
schemes.

These figures reveal that opportunistic routing (MORE and
ExOR) greatly improves performance for challenged flows, i.e.,
flows that usually have low throughput. Flows that achieve good
throughput under Srcr do not improve further. This is because when
links on the best path have very good quality, there is little ben-
efit from exploiting opportunistic receptions. In contrast, a source-
destination pair that obtains low throughput under Srcr does not have
any good quality path. Usually, however, many low-quality paths ex-
ist between the source and the destination. By using the combined
capacity of all these low-quality paths, MORE and ExOR manage to
boost the throughput of such flows.

(c) Why Does MORE Have Higher Throughput than ExOR?
Our experiments show that spatial reuse is a main contributor to

MORE’s gain over ExOR. ExOR prevents multiple forwarders from
accessing the medium simultaneously [7], and thus does not exploit


