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Figure 14—Impact of Batch Size. The figure shows the CDF of the
throughput taken over 40 random node pairs. It shows that MORE is less
sensitive to the batch size than ExOR.

confusing collision drops from error drops and unnecessarily reduc-
ing the bit-rate.

A close examination of the traces indicates that the auto-rate algo-
rithm often picks the lowest bit-rate in an attempt to reduce packet
loss; however, the improvement in quality of the relatively good
links is limited, and a large fraction of the losses is due to inter-
ference thus cannot be avoided by reducing the bit-rate. This lim-
ited benefit is greatly outweighed by the sacrifice in bandwidth ef-
ficiency. In our experiments, the average success rate of all trans-
missions improves only slightly with autorate from 66% to 68%. At
the same time, on average 23% of all transmissions using autorate
are done at the lowest bit-rate, which takes roughly 10 times longer
than the highest bit-rate. These transmissions form a throughput bot-
tleneck and consume almost 70% of the shared medium time. As
shown in Fig. 13, this problem affects about 80% of all flows tested.

8.8 Batch Size
We explore the performance of MORE and ExOR for various

batch sizes. Fig. 14 plots the throughput for batch sizes of 8, 16, 32,
64, and 128. It shows that ExOR’s performance with small batches
of 8 packets is significantly worse than large batches. In contrast,
MORE is highly insensitive to different batch sizes.

In both ExOR and MORE, the overhead increases with reduced
batch size. ExOR nodes exchange control packets whenever they
transmit a batch. Increasing the batch size allows ExOR to amortize
the control traffic and reduces the chance of spurious transmissions.
MORE may make a few spurious transmissions between the time
the destination decodes a batch and when the source and forwarders
stop transmitting packets from that batch. A bigger batch size allows
MORE to amortize the cost of these spurious transmissions over a
larger number of packets, increasing the overall throughput.

Insensitivity to batch sizes allows MORE to vary the batch size to
accommodate different transfer sizes. We expect that for any transfer
size larger than 7-10 packets (i.e., a batch larger than 7-10 packets),
MORE will show significant advantages. Shorter transfers can be

Operation Avg. Time [µs] Std. Dev. [µs]
Independence check 10 5
Coding at the source 270 15
Decoding 260 150

Table 2—Average computational cost of packet operations in MORE.
The numbers forK = 32 and 1500B packets are measured on a low-end
Celeron machine clocked at 800MHz with 128KiB cache. Note that the cod-
ing cost is highest at the source because it has to code allK packets together.
The coding cost at a forwarder depends on the number of innovative packets
it has received, and is always bounded by the coding cost at the source.

sent using traditional routing. Note that MORE benignly co-exists
with traditional routing, which it uses to deliver its ACKs.

8.9 MORE’s Overhead
Finally, we would like to estimate MORE’s overhead and its suit-

ability for deployment in mesh networks like Roofnet [1] and com-
munity wireless networks [34, 3].

(a) Coding Overhead:In MORE, the cost of coding/decoding pack-
ets is incurred mainly when the packet has to be multiplied by a ran-
dom number (in a finite field of size 28). To optimize this operation,
our implementation reduces the cost by using a 64KiB lookup-table
indexed by pairs of 8 bits. The lookup table caches results of all
possible multiplications, so multiplying any byte of a packet with a
random number is simply a fast lookup.

Table 2 provides micro benchmarks for coding and decoding in
MORE. The measurements are taken on a low-end Celeron 800MHz
machine. The benchmarks show that coding and decoding have
roughly equal cost. They require on averageK finite-field multipli-
cations per byte, whereK is the batch size. This ties the choice of
K with the maximum achievable throughput. In our settingK = 32
and coding takes on average 270µsper 1500B packet. This limits the
effective throughput to 44 Mb/s, which is higher than the effective
bit rate of current wireless mesh networks [20].

(b) Memory Overhead:In MORE, like in ExOR, routers do not keep
an output queue. Instead, they store the current batch from each flow.
This per-flow state is dominated by the storage required to buffer
innovative packets from the current batch, which is bounded by
K = 32 packets. Additionally, as stated above, MORE nodes keep
a 64KiB lookup-table. Given that the number of concurrent flows
in a mesh network is relatively small, we believe MORE’s memory
overhead is acceptable.

(c) Header Overhead:MORE’s header in our current implementa-
tion is bounded by 70 bytes because we bound the number of for-
warders to 10. Certain values in the header are compressed to in-
crease efficiency. For example, since routers only keep the current
batch, we can represent batch IDs using a few bits. Similarly, we
compress the node ID in the forwarder list to one byte, which is a
hash of its IP. This works because only nodes whose ETX to the
destination is smaller than the source are allowed to participate in
forwarding. For 1500B packets, the header overhead is less than 5%.
Note that our throughput numbers are computed over the delivered
data, and thus they already account for header overhead.

Note that the probe packets used to measure link loss probabilities
do not constitute a MORE-specific overhead. These probabilities are
measured by the all state-of-art wireless routing protocols, including
ExOR [7], and best-path [6].

9. CONCLUSION
Opportunistic routing and network coding are two powerful ideas

which may at first sight appear unrelated. Our work combines these


