
Figure 1—Unicast Example.The source sends 2 packets. The destination
overhearsp1, while R receives both.R needs to forward just one packet but,
without node-coordination, it may forwardp1, which is already known to
the destination. With network coding, however,R does not need to know
which packet the destination misses.R just sends the sum of the 2 packets
p1 + p2. This coded packet allows the destination to retrieve the packet it
misses independently of its identity. Once the destination receives the whole
transfer (p1 andp2), it acks the transfer causingR to stop transmitting.

routing and MAC layers. MORE is MAC-independent, and thus
can enjoy the basic features available to today’s MAC. Specifi-
cally, it achieves better unicast throughput by exploiting the spa-
tial reuse available with 802.11. Further, the clean separation be-
tween the layers makes MORE easily extensible to multicast traf-
fic.

• On the other hand, MORE presents a low-complexity distributed
and 802.11-compatible algorithm for intra-flow network coding
over wireless unicast flows. Prior work requires solving a con-
vex optimization with constraints that grow exponentially with
the maximum number of nodes reached by a broadcast [27, 28].
MORE also presents the first implementation of wirelessintra-
flownetwork coding, demonstrating the practical benefits of mix-
ing packets within a wireless flow.1

2. MOTIVATING EXAMPLES
MORE’s design builds on the theory of network coding [2, 26,

15]. In this section, we use two toy examples to explain the intuition
underlying our approach and illustrate the synergy between oppor-
tunistic routing and network coding.

The Unicast Case:Consider the scenario in Fig. 1. Traditional rout-
ing predetermines the path before transmission. It sends traffic along
the path “src→R→dest”, which has the highest delivery probability.
However, wireless is a broadcast medium. When a node transmits,
there is always a chance that a node closer than the chosen next-
hop to the destination overhears the packet. For example, assume
the source sends 2 packets,p1 andp2. The nexthop,R, receives both,
and the destination happens to overhearp1. It would be a waste to
have nodeR forward p1 again to the destination. This observation
has been noted in [7] and used to develop ExOR, an opportunistic
routing protocol for mesh wireless networks.

ExOR, however, requires node coordination, which is more diffi-
cult in larger networks. Consider again the example in the previous
paragraph.R should forward only packetp2 because the first packet
has already been received by the destination; but, without consulting
with the destination,Rhas no way of knowing which packet to trans-
mit. The problem becomes harder in larger networks, where many
nodes hear a transmitted packet. Opportunistic routing allows these
nodes to participate in forwarding the heard packets. Without co-
ordination, however, multiple nodes may unnecessarily forward the
same packets, creating spurious transmissions. To deal with this is-
sue, ExOR imposes a special scheduler on top of 802.11. The sched-
uler goes in rounds and reserves the medium for a single forwarder

1In contrast, COPE [23] is the first implementation that demon-
strates practical benefits forinter-flowwireless network coding.

Figure 2—Multicast Example. Instead of retransmitting all four packets,
the source can transmit two linear combinations, e.g.,p1 + p2 + p3 + p4 and
p1 + 2p2 + 3p3 + 4p4. These two coded packets allow all three destinations
to retrieve the four original packets, saving the source 2 transmissions.

at any one time. The rest of the nodes listen to learn the packets over-
heard by each node. Due to this strict schedule, nodes farther away
from the destination (which could potentially have transmitted at the
same time as nodes close to the destination due to spatial reuse),
cannot, since they have to wait for the nodes close to the destina-
tion to finish transmitting. Hence the scheduler has the side effect of
preventing a flow from exploiting spatial reuse.

Network coding offers an elegant solution to the above problem.
In our example, the destination has overheard one of the transmit-
ted packets,p1, but nodeR is unaware of this fortunate reception.
With network coding, nodeRnaturally forwards linear combinations
of the received packets. For example,R can send the sump1 + p2.
The destination retrieves the packetp2 it misses by subtracting from
the sum and acks the whole transfer. Thus,R need not know which
packet the destination has overheard.

Indeed, the above works ifRsends any random linear combination
of the two packets instead of the sum. Thus, one can generalize the
above approach. The source broadcasts its packets. Routers create
random linear combinations of the packets they hear (i.e.,c1p1 +
. . . + cnpn, whereci is a random coefficient). The destination sends
an ack along the reverse path once it receives the whole transfer. This
approach does not require node coordination and preserves spatial
reuse.

The Multicast Case: Our second example illustrates the synergy
between network coding and multicast. In Fig. 2, the source multi-
casts 4 packets to three destinations. Wireless receptions at different
nodes are known to be highly independent [32, 30]. Assume that
each destination receives the packets indicated in the figure–i.e., the
first destination receivesp1 andp2, the second destination receives
p2 andp3, and the last destination receivesp3 andp4. Note that each
of the four packets is lost by some destination.

Without coding, the sender has to retransmit the union of all
lost packets, i.e., the sender needs to retransmit all four packets.
In contrast, with network coding, it is sufficient to transmit 2 ran-
domly coded packets. For example, the sender may sendp′

1 =
p1 + p2 + p3 + p4 andp′

2 = p1 + 2p2 + 3p3 + 4p4. Despite the fact
that they lost different packets, all three destinations can retrieve the
four original packets using these two coded packets. For example,
the first destination, which has receivedp′

1, p′

2 andp1, p2, retrieves
all four original packets by inverting the matrix of coefficients, and
multiplying it with the packets it received, as follows:
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Thus, in this simple example, network coding has reduced the
needed retransmissions from 4 packets to 2, improving the overall
throughput.




